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Abstract

We propose a method for Information Retrieval(IR)
ng fuzzy logic approach using thesaurus in the form
; mdex A comparison with IR method using classi-
cal logic concludes the fuzzy logic technique as more
realistic approach. A typical IR strategy and system |
? structure has also been proposed. 5 :

'Kcywords Classical Logic, Fuzzy Logic, Informa-
- tion Retrieval.

| Introduction
- The Problem of Information Retrieval in the present con-
xt is highly relevant when the volume of Information gen-
fated is much more than the individual can digest easily. It
;" etly difficult to search, locate, and disseminate the pre-
iy desired information from the storage media, irrespective
"‘ ether it is local or globally distributed over the electronic
4. More and more information, the newly generated as
M Old are finding their place in the digital storage. This
% has been fuelled first by arrival of Internet and the
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Web, and subsequently by digital libraries, re.
itories, electronic editions of news
iournals, and azines.
. . to locate the document or file which
. n. Some times, it is also required
the actual position of required information in the
document sel the document is of large size.
is largely based on binary IR [1],
structured Janguage-base IR (7], frequency-based retrieval
[4], automatic summarization 6], probabilistic retrieval [2],
and document analysis based on the verbs [5], are the major

approaches for IR.
IR is a process of matching the patterns in the user in-

quiry with the patterns in the prospective text documents. If
the inquiry words are taken as set of words X, and text doc-
ument words are taken as set of words Y, then IR is nothing
but finding the binary relation X x Y. However, since words
may appear in different morphological forms but their mean-
ing remains unchanged before the matching is performed, the
words in the inquiry as well as the words in the text document
must be reduced to their basic form called stem words, by a
process called stemming. The following section discusses the
concept of binary IR using Crisp sets ( i.e., when an element
is a member of the set a property of the element, called char-
acteristic function, has value 1, and when the element is not
a member, its characteristic function value is zero).
This paper presents the fuzzy retrieval techniqu
is based on fuzzy set theory and fuzzy logic an extension of
the classical set theory. This fuzzy retrieval technique 18 based
on thatthe word matching between the inquiry word set and
the text and the text word set should not be limited to the
matching of stem words. But, since the words in inquiry also
match.with their the text documents, with relative degree of
Iggz::;gg‘;?:hthelmat?h’ing :s}:ould not be simply considered as
Fiaded depen‘;r?es 1 }(:r 0’. In fact the matching should.be
il rat’lge 4 g on the degree or level of matching, which
ween 0 and 1. The extremes of this range of 0

e, which
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~ __ial case in fuzzy logic, corresponds to the Boolean
ng This logic is more .realisti.c than the Boolean logic,
e 10 the fact that it considers the exact matching
an logic as well as vague matching, the later being

. Boole ountered in the real world.

nary Relations in Crisp and Fuzzy Sets

Co nsidering the key words in the inquiry as a set X, and
words in the document as set Y, a binary relation
X to Y can be represented as ,

'i R: X xY €{0,1} (2.1)

-

'LAfor every z € X, there is a corresponding y € Y and

If
R(z,Y

1.6, R(I,y) = L
In relations over fuzzy sets the elements of two sets have

adegree of association as a form of relation rather than simply
related (binary 1) or not related (binary 0) as in the case of
isp sets. The degree of association ranges from 0 to 1, where
" Dindicates a total absence of relation and a 1 indicates a total
presence of the relation; therefore,

R:X xY €[0,1] (2.2)

) such that z = v, the relation is Reflexive relation,

and the range of R(z.y) varies from 0 to 1 depending on how
close the y, y € Y, is associated with z, z € X. If for every
2 € X, there is a corresponding y € Y such that R(z,y)
ranges between 0 and 1, this is fuzzy reflexive relation whose
degree is between 0 and 1.

3 Crisp-Set based IR

Consider a set of text documents Y consisting of docu-
| Knlts Y1,Y2, ..., yn, as potential documents to be searched for
| n=2e}'-words T1,Zs,...IT,, in the inquiry set X. Assume tbat
The I:x?n d Y1, Y2 are as given below: (quoted from, ”Einstein -

€ and Times”, by Ronald W. Clark).



Thust new concept of the subatomlc world é\}e |

1 o toproduceagulf BOhI‘ BOl'n, &nda nby

oGty Emm s other contemporaries, as well as the m e

" younger men who were in great part responsible for t}?:wa
idea readily jumped the gap. Einstein stayed where o

he
Therefore, the scene in many ways paralleled that intq i'hlch

he has launched his theory of relativity two decades eay;
But then he had been in the iconoclastic vanguard; now;r
took up station with the small conservative rearguard.” e

: "Plank, the man of honor who had yet signed the map;.
festo of 93, had in fact for the first time done as much to keep
Einstein in Berlin as he had done to bring him there in 1914
His letter, which, in Einstein’s words, had induced him . »

Assuming that the inquiry be : Einstein’s Scientific The.
ory of Relativity, and therefore the corresponding set of key-
words in the inquiry is, X = {z,="Einstein”, r, ="Scientifi¢”
z3 = "Theory of Relativity”}, and document set Y consists,
documents y;, ¥z, therefore, Y = {y;, 12}

In binary IR it is required to find R - a subset of X x
Y, ie., R("Einstein”, y1), R("Scientific”, y;), R("Theory of

Relativity”, v;), and R("Einstein”, y;), R("Scientific”, y,),
R("Theory of Relativity”, y). Where, the first, third and
fourth terms results to 1 as perfect match have been found for
these terms in the documents, where as the remaining three
terms (i.e. 2, 5, 6) results to zero as no match have been
found for these. Based on above it can be concluded that the
document y, has match of 2, out of 3 terms in the inquiry,
(a relevancy of the document as 66%), and document y, has
match of 1, out of 3 terms of the inquiry ( a relevancy of 33%),

for this particular inquiry. (It is a mere coincident that the
sum of relevance from the two documents is 100%). However,
if it were only one term in the inquiry, the relevance of the
entire document would come out either 100 % or 0 %. For
larger number of documents y,, v, ..., ¥n, the relevance ca be
computed in the similar manner for a specified inquiry- Once

the relevance is computed, the IR system lists the documents
in the order of relevance or grading.




classical set theory, and the corresponding logic
be called as binary logic or classical logic or crisp
% s either 100% mat-ch for an index term in the in-
6 corresponding term in the document, so R(z;,y;) =
iy % s no match at all with R(z,y;) = 0. However, the
W s It may happen that the two terms from
Jocument which are being matched are two forms

o word, €-8- real and reality, phrases and phrases,
,ﬁd ezactness etc. In all these cases the crisp logic re-
& » percent value of rel'ev.ance, but factually there is
+ o complete relevance. Similarly, in the words good and
1 and worse, amazon and wonder, there is high level
gdeﬁnce’ but the crisp-logic will return a relevance of zero
ﬁ@e corresponding relation R(z;,y;) for each of the above
k- ;‘ "N"umbef of times the words which are to be matched are
f%j\b&lﬂous’ therefore a simple pattern matching will show no
il

";:!]:jiﬁ'erent morphological form, like total, totaled, totaling,

o be first reduced to their root form, called stem value, be-
| e matching is carried out, and then their stem form will be
fmdfor the matching. While crisp logic is being used, how-

| ﬁgr,the problem of matching still remains to be resolved, for

ose text document words which are either partly or exact
| bﬁonyrﬁ of a word(s) in the inquiry. Because, in this par-
| ﬁcg}a.rj;'situation it should not be concluded that there is no
| n}a,tch,as degree of matching exists in the meaning of these
words ‘The measure of this degree of match can be taken as
| g-'lilging‘from 0 to 1. The fuzzy logic and fuzzy IR, described
, }Rtﬁe next section takes care of this problem.

|
|
|
|
!
|
1
{
\

{

RN G o
VAP

| 4 Muzzy Information Retrieval
a&ogle term Fuzzy Information Retrieval (FIR) refers meth-
E R that are based on the fuzzy set theory. These meth-
| . e more realistic than those based on classical set theory.

it the relevance of index terms to individual documents

i
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elation (3],

such that the membership value R(Zi, yi). specifies for each
5 €X, ¥ € Y, the grade of relevance of index term z; with
the document ¥i- The value of these grades range from 0 (no
match) to 1 (full match). The gra.de.of relevance depends on
many factors (1) position of term y; in the text df)cument_ If
the document isa research article, and yi appears in the list of
keywords, in abstract, or in the conclusion pa.rt, the relevance
is higher; (ii) frequency of occurrence of y; in thg docu-ment,
(iii) z; and y; are terms formed from thg same basic stem word
and, (iv) y: is synonym of z; the proximity of meaning of z;
and y; decide value synonym of z; the proximity of meaning
of z; and ¥ decide value of R(z;,y:)’s closeness with 1.

The criteria (i) and (ii) above are user defined and they
can be programmed in the implementation according to the
user needs. The stem word criteria (iii) requires a data struc-
ture similar to the one shown below in the Figure. 1, which
helps to locate the stem word for a given word, and then stem
word is substituted in the original text before the retrieval
technique is applied on it. Another important relation for IR

s expressed by the T

Figure 1: Data structure for finding stem words.

Keyword
l N Stemword,
Keyword,
. / Stemword
Keyword 7

lf);s;dl IC{II rIC\;iteria (iv) above is fuzzy thesaurus, which is basis
= pair.s Ofe fufizy thesaurus sh.ows the relationship between
T words based on their centrality or degree of rele-
. The structure (8 | of a fuzzy thesaurus is
<WC1> <WC2> <RD> )
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word category and RD is relationship

| for
stands ds WC1 and WC2. For a typical case

n the wor

: love, 8
on d
.‘t;s hardworking, -9

h mat.:l'ix form. When relationship degree is zero,
o .1n acorded in the fuzzy thesaurus. When the rela-
e e is 1, there is actual synonym, as in,

"n ham17 '0
zy thesaurus can be manually constructed, or can

)
: e fuzd from the lexicons. Transitivity relationship can
'@Senﬁrati computing the missing relationship degrees from
lie'aPp.he,d };nes. The thesaurus is a reflexive fuzzy relation,
exlsmged over X 2. For each pair of index terms (z;, z;) €
1) expresses the degree of association of z; with z;,
Xz’T(I;,tlie degree to which the meaning of the index term
wc.h k> atible with the meaning of the index term z;. The
| I'lscfo:ﬁips relation is to deal with the problem of synonyms
g the index terms. The relation helps to identify the
::lle(:,ﬁt documents which otherwise would not be identified
in the absence of perfect match between the keywords in the
wer inquiry and those in the text document. This happens
when the index term characterizing the document happens to
be synonym of the index term present in the inquiry.

5 Illustrative Example of FIR

Various methods exist for construction of fuzzy thesaurus.

For example, experts in the domain of text can be asked to
identify, in a given set of index terms, the pairs of words whose
meaning they consider are associated, and provide the degree
of association for each pair. In FIR an inquiry can be ex-
Pressed in the form of a fuzzy set (say @) based on the index
:enzb)tim'l‘hen, by composing Q with the fuzzy thesaurus T,
a new fuzzy set on X, say A which represents the

k
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augmented inquiry, i.e.,
A=QoT o)

where o is called maz-min composition operator, so that,

A(zj) = mazT — min[Q(l'i)a T(xi, xj)] (5,2)

z; € X, for all z; € X. The retrieved documents, expressed
by a set F defined over Y, are then obtained by composing
the augmented inquiry, expressed by the fuzzy set A, with the

relevance relation Riier;
F=AoR (5.3)

- Therefore, (5.1) and (5.3) above represent the process of FIR.
Let us illustrate the above mentioned process using a sim-
ple example in which the inquiry is same as it was for crisp
set logic in the beginning of this article, i.e., @=Einstein’s
Scientific Theory of Relativity, and let the index terms are:
z, = "Einstein”, z,="Scientific”, z3="Theory of Relativity”.
Therefore, @ = {Z1, Z2, 3} is fuzzy set expressing the inquiry.
Assuming that vector representation of Q is,

Ty T3 13

Q=1 6 .8 (5.4)

where 1, .6, and .8 are called the centralities of z1,Z2,Z3 Te-
spectively. The centrality indicates the presence of certain
qualities, whose computations are modeled as computation
of fuzzy membership degree. The relevant part of the fuzzy
thesaurus T, restricted to the support of Q is given by the

matrix:
Ty T2 I3 T4 T5 L6
T e q9 0 0 0O
s 6°'1 86 5 .9 (5.5)
I3 IoEEgsEE 0" 1T
Where 4 = ”Bohr”, z5 = ”subatomic”, zs = " New idea’

Then, the composition of Q o T results in fuzzy set A, which

gs the augmented inquiry. The vector form of A is:
44




/.{",‘ are the documents related to index terms z;, zs,
By composing A o R as per (5.3) above, it results in a
S P which characterizes the retrieval documents. The
1 of F, for documents y;, and ¥, is,

O = OO
e

‘;""
N
|
3
o~ §
P~
[o—
0
o
o
en
=
(o]
R B B

=1 1] (5.6)
fnziy retrieval matrix F in the above shows that 1, and
re relevant documents, where as crisp logic earlier shown
jese to be partially relevant. Once the FIR system lists the

ocuments with their relevance value, the user can now decide
vhether to inspect all the retrieved documents supported by
w2y set F or to inspect only some of the documents

pending on the degree of association of the document with




P NRSEIFaRS Y

Fuzzy logic-based information Tetrievg)

—

"C(’)ncllusion and Future Developments

6

When fuzzy set theory is used for IR, the main adyant
is that the fuzzy relevance relation and fuzzy thesauryg :ge
more expressive than their crisp set counter parts. Also Simr;e
the degree of association is returned along with the ret’rieveg
documents, it helps the user to decide the order in which ¢}
documents can be viewed, particularly when the documentg
are in large number.

The FIR promises higher potential for cross-language
text processing and IR. Every language and its semantics have
close association with the culture in which it has its roots, anq
therefore, exact matching terms for any language are not pos-
sible in other languages. In fact a degree of relevance or, only
fuzzy relation exists between the matching words of the two
or more languages. We have planned to work on the cross
language areas, which includes English, Hindi, and Sanskrit
languages. The Sanskrit being the oldest, developed, and a
rich language, having the oldest literature which is yet unex-
plored by many, and not accessible to most the FIR would help
in accelerating research in this language, and subsequently its
possible adoption in modern times. The work in this direction
has been planned at this place to be carried out in a phased
manner, though presently at the initial stage.
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